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Abstract

We present a new variational inverse transport model, named INVICAT (v1.0), which is
based upon the global chemical transport model TOMCAT, and a new corresponding
adjoint transport model, ATOMCAT. The adjoint model is constructed through man-
ually derived discrete adjoint algorithms, and includes subroutines governing advec-5

tion, convection and boundary layer mixing. We present extensive testing of the adjoint
and inverse models, and also thoroughly assess the accuracy of the TOMCAT forward
model’s representation of atmospheric transport through comparison with observations
of the atmospheric trace gas SF6. The forward model is shown to perform well in com-
parison with these observations, capturing the latitudinal gradient and seasonal cycle10

of SF6 to within acceptable tolerances. The adjoint model is shown, through numerical
identity tests and novel transport reciprocity tests, to be extremely accurate in compar-
ison with the forward model, with no error shown at the level of accuracy possible with
our machines. The potential for the variational system as a tool for inverse modelling
is investigated through an idealised test using simulated observations, and the sys-15

tem demonstrates an ability to retrieve known fluxes from a perturbed state accurately.
Using basic off-line chemistry schemes, the inverse model is ready and available to
perform inversions of trace gases with relatively simple chemical interactions, including
CH4, CO2 and CO.

1 Introduction20

Chemical transport models (CTMs) are powerful tools with which we can describe
transport and chemical processes in the Earth’s atmosphere. CTMs provide global,
three-dimensional (3-D) concentration fields of atmospheric trace gases and, through
modification of model parameters and boundary conditions, they allow us to investigate
the sensitivity of the state of the atmosphere to both anthropogenic and natural varia-25

tions of these conditions. In order to accurately model the chemical composition of the
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atmosphere, it is important that a model’s input parameters, such as chemical reaction
rates, meteorological conditions and the magnitude and location of emissions of atmo-
spheric species, are realistic, but uncertainties still surround the spatial and temporal
variation of the surface flux of some trace gases including, for example, carbon dioxide
(CO2), methane (CH4) and carbon monoxide (CO) (e.g. Gurney et al., 2002; Franken-5

berg et al., 2008; Le Quéré et al., 2009; Kopacz et al., 2010). As well as enhancing the
performance of atmospheric models, improving our estimates of the surface fluxes of
atmospheric species helps to broaden our knowledge of the processes through which
trace gases are emitted, and therefore improve our understanding of the interactions
between anthropogenic activity, the biosphere, atmospheric composition and climate.10

There are a number of methods available for estimating the surface flux of an atmo-
spheric species. These can broadly be divided into two method types: bottom-up and
top-down. Bottom-up methods are those that attempt to estimate fluxes either through
direct measurements or by modelling the processes which lead to flux of the species
into the atmosphere. However, direct measurements of emission rates over relatively15

small regions are difficult to make and are subject to significant errors when extrap-
olated to global scales (Jung et al., 2011). Process modelling, meanwhile, requires
considerable understanding of the complex procedures which lead to the emissions,
and may also be subject to extrapolation errors similar to those which affect the direct
flux measurements. Top-down methods, in contrast, attempt to estimate the emissions20

using information about the atmospheric distributions of the species and knowledge of
atmospheric transport. This method has the benefit that the assimilation of observa-
tional data provides a constraint on the surface flux, assuming that the representation
of atmospheric transport and chemistry is accurate. However, limitations of the top-
down approach include insufficient global observational coverage and modelling inac-25

curacies (Dentener et al., 2003; Mikaloff Fletcher et al., 2004; Chen and Prinn, 2005).
If measurements of the isotopic composition of a species are included in a top-down
emission estimate, it may be possible to partition the distinct emission processes of
the species. However, since we currently have relatively poor global coverage of these
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isotopic observations (Dlugokencky et al., 2011), it is necessary that bottom-up and
top-down processes must be used in tandem in order to gain full understanding of
trace gas emission budgets. Since an atmospheric model, such as a CTM, is generally
used to characterise the atmospheric transport and chemistry in order to relate the
concentration fields to the surface flux, top-down techniques are usually referred to as5

“inverse modelling”. This is in contrast to forward modelling, which relates surface flux
estimates to atmospheric concentration fields. The increasing availability of satellite
measurements of atmospheric constituents provides a powerful dataset for use in data
assimilation techniques such as this one. This, together with ongoing developments of
available computational power, means that inverse techniques are increasingly achiev-10

able.
There exist a number of inverse modelling techniques available for constraining sur-

face emissions of atmospheric species based on observations of atmospheric con-
centrations, many of which are detailed in Sandu and Chai (2011). The variational
method used in this work is similar to the four-dimensional variational (4D-Var) method15

which has previously been used in numerical weather prediction (NWP) (e.g. Fisher
and Courtier, 1995) in order to optimise model variables under the strong constraint
that the other sequences of the model state is obtained by prognostic equations. Whilst
not strictly identical to this data assimilation method, the term “4D-Var” has been used
extensively in previous studies to describe inverse schemes similar that presented here20

(e.g. Meirink et al., 2008a, b; Bergamaschi et al., 2010). However, in order to dissoci-
ate our method from that used in NWP schemes, the term “variational” will be used
throughout this work. The variational technique makes use of an adjoint version of an
existing CTM, which evaluates the sensitivity of the model concentration fields to input
parameters such as surface fluxes. Through data assimilation, the inverse variational25

technique minimises, in a least-squares sense, a cost function which measures the
difference between model predictions and observations, whilst also limiting changes
made to existing knowledge of the surface fluxes as much as possible.
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This variational technique, and the related adjoint technique, have both previously
been applied in a number of studies relating to atmospheric science. Previous applica-
tions have included Lagrangian transport models (e.g. Elbern et al., 1997), air quality
data assimilation (e.g. Elbern and Schmidt, 2001; Carmichael et al., 2008) and Eule-
rian CTMs with full atmospheric chemistry schemes (e.g. Henze et al., 2007). How-5

ever, only since the turn of the century has the combination of increased computational
ability supplemented by large, high-resolution observational datasets provided by re-
mote sensing allowed modellers to fully realise the potential of the inverse variational
method. Previous studies to have used this method in order to quantify surface fluxes
of atmospheric species include Chevallier et al. (2005), Pan et al. (2007), Bousquet10

et al. (2011) and earlier references.
This paper details the development and testing of a new variational inversion model

which uses the TOMCAT CTM (Chipperfield, 2006) as its basis. TOMCAT has been
extensively used in the past for investigations into chemistry and tracer transport in
the troposphere and stratosphere (e.g. Arnold et al., 2005; Monge-Sanz et al., 2007;15

Breider et al., 2010; Hossaini et al., 2010; Feng et al., 2011; Monks et al., 2012). The
variational inverse modelling process initially required the development of an adjoint
version of TOMCAT, and the development of this adjoint model is also documented
here, along with an evaluation of TOMCAT’s representation of atmospheric transport,
since accuracy in this respect is crucial for the formulation of accurate surface flux20

estimates. One purpose of this work, therefore, is to quantify how well the new TOMCAT
variational system performs as a tool to estimate surface fluxes in future applications.
The paper also includes a novel reciprocity test for the adjoint model, which is based
upon the work of Hourdin and Talagrand (2006).

In Sect. 2 we describe the TOMCAT model, while in Sect. 3 we describe the vari-25

ational inversion process. In Sect. 4, we evaluate the representation of atmospheric
transport in the TOMCAT model through comparisons with observations of the trace
gas sulfur hexafluoride (SF6), and we describe the development and testing of a new
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adjoint model in Sect. 5. Finally, in Sect. 6, we report the construction and testing of
the new variational inverse model.

2 The TOMCAT CTM

The TOMCAT model is an Eulerian, grid point, off-line three-dimensional (3-D) CTM,
described in Chipperfield et al. (1993), Stockwell and Chipperfield (1999) and Chip-5

perfield (2006). The standard horizontal model grid in the TOMCAT model is made
up of regular longitudes and irregular Gaussian latitudes, whilst the vertical grid uses
combined σ–p coordinates. Whilst the model typically has a horizontal resolution of
2.8◦ ×2.8◦, with 60 vertical levels up to 0.1 hPa, the high computational burden of
the variational framework requires that a coarser resolution of 5.6◦ ×5.6◦, with 3110

vertical levels up to 10 hPa is used whilst testing the inverse model. Higher resolu-
tion model grids may be used for future studies, however. The model meteorology,
including winds, temperature and pressure data, is read in from ERA-Interim analy-
ses provided by the European Centre for Medium-Range Weather Forecasts (ECMWF,
http://www.ecmwf.int) (Dee et al., 2011) and transformed onto the TOMCAT model grid.15

The model uses a process split method, in which separate routines representing the
different transport processes are carried out in sequence. In the standard model set-up
used in this study, the atmospheric transport consists of routines based upon the Eu-
lerian conservation of second-order moments advection scheme developed by Prather
(1986), a convection scheme based on that of Tiedtke (1989), and a boundary layer20

mixing scheme derived from that of Holtslag and Boville (1993). The advection routine
is further split into three subroutines that each carry out tracer transport along one axis
only (zonal, meridional or vertical). The model also contains the option of a full tropo-
spheric chemistry scheme as detailed in Arnold et al. (2005), which may be replaced
by a simpler “offline” scheme at the user’s discretion. The full chemistry scheme is not25

included in this work, however.
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3 Variational inverse modelling

The theory of the variational inversion technique with regards to estimating surface flux
of atmospheric species has been well documented in studies such as Chevallier et al.
(2005), Henze et al. (2007) and Meirink et al. (2008a). We summarise it here, as a full
understanding of the theory is important to the analysis of the inverse model results. All5

notation follows that of Ide et al. (1997). The objective of variational inverse modelling
is to optimise the value of a state vector, x, with n elements, in order to improve the
prediction of the model M(x) in comparison with a set of m observations, y. The state
vector in this case is the set of surface fluxes of an atmospheric species, which in
TOMCAT has a monthly temporal resolution and spatial resolution dependent on the10

model grid, together with the initial 3-D atmospheric distribution of the species. It is
important to include this initial field within the state vector for long-lived species such
as CH4 and CO2. The optimisation is defined via a cost function, J(x), which accounts
both for the accuracy of the model prediction compared with the observations and
departures from an a priori estimate of the state vector, xb. J(x) is defined as follows:15

J(x) =
1
2

(x−xb)TB−1(x−xb)+
1
2

(y −HMx)TR−1(y −HMx) (1)

where the superscript T denotes the transpose of a matrix and −1 denotes its inverse.
M is a matrix representing the atmospheric transport in the TOMCAT model, M, map-
ping surface fluxes to three-dimensional concentration fields. The operator H maps the20

modelled atmospheric concentrations from the model grid onto the observation space
– usually through interpolation from the model grid onto the m observation locations.
The n×n matrix B is the error covariance matrix for the a priori state vector, xb, while
R is the error covariance matrix for the observations (which also includes any potential
model error), and has size m×m. For Bayesian theory to hold with Eq. (1), all errors25

must be assumed to be Gaussian and unbiased. The a priori state vector, xb, is in this
case our current “best estimate” of the state vector, while the error covariance matrix B
represents the uncertainty of this estimate. J(x) is therefore a function which penalises
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the inverse model for differences between the modelled concentrations and the obser-
vations, but also introduces penalties for diverging significantly from prior knowledge
about the state vector. The cost function can therefore also be written as follows:

J(x) = Jb + Jo (2)

Jb =
1
2

(x−xb)TB−1(x−xb) (3)5

Jo =
1
2

(y −HMx)TR−1(y −HMx) (4)

where Jb is henceforth referred to as the “background term” of the cost function, while
Jo is referred to as the “observational term”. Finding the minimum value of this cost
function is equivalent to finding the optimum value of x. There are different methods10

available for solving this problem, and variational schemes use iterative methods in
order to find the point at which the gradient of the cost function with respect to the state
vector, notated ∇xJ(x), is zero. This can only occur at a stationary point (minimum or
maximum) of J . That is, when:

∇xJ(x) = B−1(x−xb)+MTHT
[
R−1(y −HMx)

]
= 0 (5)15

Numerically, difficulties arise in the calculation of MT, which is the transpose of the
matrix M. Since the forward model is, in reality, a set of discrete mathematical opera-
tions and conditional statements, rather than a matrix operator, it is impractical to find
M, and hence MT, explicitly on a model grid scale. However, an alternative method for20

finding the transpose term MT is through the use of an adjoint model, M∗, as shown by
Talagrand and Courtier (1987). Details of adjoint modelling explained in more detail in
the next section, and in Appendix A. This adjoint version of the forward model is equiv-
alent to the transpose of the matrix M, and integrates variables backwards through
time. The adjoint version of the TOMCAT model was written for use with the new in-25

verse model. ∇xJ(x) can therefore be found as in Eq. (5) using the forward and adjoint
7124
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models. An appropriate descent direction is then chosen along which to minimise the
function. Once the minimum of the cost function has been found along this direction,
the state vector is updated according to the minimisation so far, and the process is
repeated using the new state vector until the gradient has converged to zero, or some
other convergence criteria is met. Our minimisation program uses a limited memory5

quasi-Newtonian method in order to find the descent direction at each iteration as it
generally allows for faster convergence to the minimum than other methods, especially
in non-linear problems (Daniel, 1967). The iterative process of minimisation will be dis-
cussed further in Sect. 6.

3.1 Adjoint modelling10

The forward model M can be defined such that, for a concentration field c at time ti :

c(ti+1) =M[c(ti )] (6)

where time ti+1 denotes one model timestep after time ti . In practice, the model con-
sists of parameterisations of various transport and chemical processes, and each of15

these processes is made up of a finite number of mathematical operations, Mj :

M[c(ti )] =
∏
j

Mj [c(ti )] (7)

where each operation Mj may be linear or non-linear, and differentiable or non-
differentiable. Assuming that the model operator M is differentiable, its first derivative,20

or Jacobian, can be represented by a tangent linear model (TLM), M ′. The TLM simu-
lates the propagation of perturbations forward in time and is dependent upon the model
state at which the linearisation takes place. The TLM is therefore defined such that:

δc(ti+1) =M ′[c(ti )]δc(ti ) =
∂M[c(ti )]

∂c
δc(ti ) (8)

25
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Note that the model operator is differentiated with respect to the concentration field c,
and not the perturbation δc. In practice, this means that elements of the forward model
state must be made available in order to run the TLM. Each mathematical operation
Mj must be individually differentiated to create M ′

j :

δc(ti+1) =
∏
j

M ′
j [c(ti )]δc(ti ) =

∏
j

∂Mj [c(ti )]

∂c
δc(ti ) (9)5

Of course, if the model M is already linear, then the TLM is identical to the forward
model. From the TLM, the adjoint model (ADM), M∗, can also be developed. The adjoint
model is the transpose of the TLM and propagates variables backwards through time
in order to give the sensitivity of c to the model input parameters. M∗ is defined such10

that, for an inner product 〈, 〉 and for vectors u and v , it holds that:

∀u,∀v 〈M ′u,v 〉 = 〈u,M∗v 〉 (10)

A proof that this identity is applicable when finding ∇xJ(x) is given in Appendix A.
When creating the adjoint model, it is necessary to choose whether to use the adjoint15

of the transport equations on which the forward model is based, known as a contin-
uous adjoint, or to find the adjoint from the forward model code directly, known as
a discrete adjoint. Sirkes and Tziperman (1997) showed that the continuous adjoint
may differ from the actual numerical gradient of J(x), which would slow down the
minimisation, but that it does not introduce non-physical behaviour, such as a two-20

time-step leapfrog computational mode, which remains a possibility for the discrete
adjoint. It was decided to use the discrete adjoint of TOMCAT for this work, in or-
der to make it accurate in comparison with the forward model and to speed up
the minimisation. In practice, the forward model consists of several thousand lines
of computer code, each carrying out a mathematical operation or creating a condi-25

tional statement or loop. TLM and ADM codes can therefore be created from the
forward code by hand or through the use of automatic code generators. A variety of
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these are available, such as TAMC (http://www.autodiff.com/tamc) and TAPENADE
(www-sop.inria.fr/tropics/tapenade.html), which create a TLM or ADM from a supplied
forward model without the need for the time-consuming hand-coding process. Whether
coded by hand or automatically, the creation process may produce errors or incon-
sistencies in the adjoint code, due to human error or through bugs introduced in the5

automatic coding process (Nehrkorn et al., 2006), and it can often be more efficient
to code by hand in the first place. A major problem with automatic procedures is that
they may also reduce the potential for optimisation of the adjoint code, such as paral-
lelisation. Since the variational approach described here relies on a number of itera-
tions of forward and adjoint model simulations being carried out, parallelisation of the10

model code may be necessary in order to carry out inversions with long inversion time-
periods. It was therefore decided to develop the adjoint version of the TOMCAT model
by hand, rather than through the use of an online tool, as this would allow a greater
level of control over the format of the code, and a better understanding of the details
of the development process. Other groups have previously detailed the development of15

adjoint versions of atmospheric models using continuous adjoints and automatic code
generators (e.g. Meirink et al., 2006; Hakami et al., 2007; Henze et al., 2007).

For this work it was decided that only the TOMCAT routines concerning atmospheric
transport would be included within the inversion. The model’s full chemistry scheme
was not included as this would significantly increase the running time of the inverse20

program, which we initially intend to apply to species such as CO2, which is treated as
a passive tracer, and CH4, which can be simulated using specified chemical destruction
fields, and so do not require the full model chemistry scheme. It is currently intended
that the full chemical adjoint scheme will be included at a later date. It was therefore
necessary to produce adjoint versions of the TOMCAT model’s advection, convection25

and planetary boundary layer transport schemes, along with other subroutines con-
cerning the model’s calendar and initialisation.

Since each operation within every section of the model’s transport scheme was al-
ready linear, there was no need to produce a TLM. This meant that we could proceed
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directly to the production of the model’s adjoint. With the adjoint model completed, it
was important to thoroughly validate each subroutine against its equivalent in the for-
ward model in order to ensure its accuracy. The details of this testing will be discussed
in Sect. 5.

4 Assessment of tropospheric transport in TOMCAT5

In order that the TOMCAT model may be used as an inverse modelling tool, it is im-
portant to assess the accuracy of the model’s representation of atmospheric transport.
The variational inversion process assumes that all model errors are Gaussian and un-
biased, and therefore significant model biases would propagate through the model and
violate these basic assumptions. Whilst it is possible to take account of model trans-10

port errors in the error covariance matrix R in a variational inverse simulation, it is
necessarily assumed that all errors are unbiased. Here we use observations of the at-
mospheric trace gas sulfur hexafluoride (SF6), together with output from multiple model
simulations at different grid resolutions in order to help to guide the building of a matrix
R which includes model error. SF6 is useful for investigating aspects of atmospheric15

transport, and has been used previously in a number of such studies (e.g. Gloor et al.,
2007; Patra et al., 2009). It is especially suited to examining interhemispheric transport,
since its sources are almost exclusively located in the Northern Hemisphere (NH).

SF6, which is a potent greenhouse gas, is inert in the troposphere and stratosphere,
giving it an extremely long atmospheric lifetime which has been estimated to be be-20

tween 800 and 3200 yr (Ravishankara et al., 1993; Morris et al., 1995). The only at-
mospheric sinks of SF6 are a relatively slow photochemical destruction process and
electron capture, both of which only occur in the atmosphere above 60 km, therefore
having only a small impact on its atmospheric concentration (Reddmann et al., 2001).
Hall and Waugh (1998) found that ignoring the effect of mesospheric destruction when25

simulating SF6 may lead to over-estimation of SF6 concentration in the high-latitude
middle stratosphere (above 30 km), but only has a small effect elsewhere.
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This property is one of many which make SF6 a good tracer for testing the simulated
long-term atmospheric transport in CTMs. The fact that SF6 is inert in the troposphere
and stratosphere means that there is no need to include chemical processes in the
model. Also, the release of SF6 into the atmosphere is almost entirely anthropogenic in
nature. This means both that emissions are fairly constant in time (Levin et al., 2010),5

with a negligible seasonal cycle (Olivier and Berdowski, 2001) and that we can produce
spatially accurate surface emission estimates by distributing sales numbers within each
nation according to electrical energy use (Olivier, 2002).

The TOMCAT model previously submitted the results of long-term SF6 simulations
to the TransCom CH4 intercomparison project (Patra et al., 2011), where it performed10

well in comparison with observations and atmospheric models. However, those simu-
lations were carried out using the standard TOMCAT model grid resolution (2.8◦ ×2.8◦

with 60 vertical levels up to 0.1 hPa), whilst the variational inverse model will initially
be run using a coarser resolution (5.6◦ ×5.6◦, 31 vertical levels up to 10 hPa) in order
to reduce simulation times and memory requirements as much as possible. There-15

fore, new SF6 simulations were carried out with the TOMCAT model at this coarse
resolution in order to assess the effect that reducing the model’s resolution has on
its performance. For these simulations, the three-dimensional SF6 field was initialised
on 1 January 1988, with initial values provided by TransCom, and ran up until 31 De-
cember 2010, with full 3-D output every 3.75 days. The model timestep was 60 min.20

Emissions were also supplied by TransCom, and were originally taken from the Emis-
sion Database for Global Atmospheric Research (EDGAR), Version 4.0 (Olivier and
Berdowski, 2001), and scaled as in Reddmann et al. (2001). Figure 1 shows annual
mean SF6 emissions for the year 2008 on the 5.6◦×5.6◦ TOMCAT model grid, showing
that the majority of SF6 emissions are from NH industrialised countries. Model output25

was compared with flask measurements of surface SF6 from remote station sites in the
National Oceanic and Atmospheric Administration (NOAA) network, who have taken
weekly measurements of SF6 at a number of stations since 1995. The locations of the
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stations used for comparison with the model are also shown in Fig. 1. Measurements
have an accuracy of approximately 0.04 ppt.

Figure 2 shows the modelled and observed mean detrended seasonal anomalies of
SF6 at each station at both the 2.8◦×2.8◦ and 5.6◦×5.6◦ grid resolutions. Table 1 shows
the Pearson’s correlation value (r) and the root-mean-square error (RMSE) between5

observed and modelled SF6 anomalies at each station for both model resolutions. For
both modelled and observed SF6, in order to display only the seasonal cycle due to
transport, the linear trend displayed by SF6 at the South Pole station (SPO), the site
furthest from the source regions, was removed from all data. The modelled and ob-
served SF6 was averaged over the years 2005 to 2010, and the mean value at each10

station over this time period was subtracted. This figure shows that switching to the
lower resolution does not have a significant impact upon the model’s representation
of the seasonal cycle, especially in the SH. Prather (1986) showed that the advec-
tion scheme used in the model performs well at low resolutions and is relatively non-
diffusive. In the NH, however, the proximity of the majority of SF6 emissions mean that15

the larger grid boxes produce a diffusive effect as emissions are more rapidly mixed
across grid boxes, which slightly alters the model concentrations. Differences between
the two resolutions are never greater than 0.03 ppt, however. The greatest difference
between the two resolutions is at the MHD station, due to the fact that this particular
station, located on the west coast of Ireland, is subject to numerical diffusion of high UK20

and Irish emissions through the model grid box to different extents depending on the
grid box size. Due to the effect of these local emissions, MHD has the largest RMSE of
any of the stations, but the correlation is relatively high (≥ 0.60), since the timing of the
variations is captured well in the model. The model replicates the seasonal cycle due
to transport well at each of the stations, is generally within the standard deviation of the25

observed values, and is within the observational error of 0.04 ppt at all times. At the two
Arctic stations, ALT and BRW, there appears to be a systematic underestimation of the
negative seasonal anomaly during September and October. This may indicate strong
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model transport into the Arctic during these months, or weak transport away from the
region.

SH sites such as CGO, PSA and SPO have relatively weak seasonal cycles, and the
model shows extremely little variation around the mean in the SH. Some SH seasonal
variation may be missing in the model, as the observations display stronger anomalies5

than those produced by the simulation. This may indicate that there is too much homo-
geneity in the modelled SH troposphere. The decrease in resolution produces very little
impact on the modelled seasonal cycle at these stations. Due to the weak seasonal cy-
cle, small model-observation correlations are not necessarily representative of poor
model performance, and the fact that the RMSE is less than 0.012 ppt at each of these10

stations indicates that the model is capturing the seasonal cycle well. SMO displays
positive anomalies in December through to March and negative anomalies for the rest
of the year due to its position relative to the Intertropical Convergence Zone (ITCZ),
which is the meteorological (rather than the notional 0◦) boundary between the NH and
SH. As the position of the ITCZ varies throughout the year due to the changing location15

of the sun’s zenith point, SMO alternates between sampling NH and SH air. This os-
cillation is reproduced in both of the model simulations, with correlations greater than
0.8 produced by each. MLO displays a biannual seasonal cycle, due to the increased
influence of SH air at MLO during the NH summer and winter (Lintner et al., 2006),
and the model produces the same semi-annual variation, albeit with smaller negative20

SF6 anomalies during January and February. The correlations here are relatively low
(0.32–0.36) due to this fact.

Figure 3 shows the annual mean latitudinal distribution of modelled and observed
SF6 at eight surface stations for the years 2002 to 2006. The modelled SF6 is taken
from the simulation which used the 5.6◦×5.6◦ grid resolution, and in order to remove any25

bias caused by the model initialisation, the mean model bias at SPO for January 2000
was removed uniformly from all modelled SF6 concentrations at all times. The model
captures the annual increase of SF6 at the surface well, but the interhemispheric dif-
ference (IHD) is too large in the model compared with the observations. The mean
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observed IHD is approximately 0.34 ppt for this period, while the mean modelled IHD is
0.28 ppt, which is approximately 18 % too low. This shows that interhemispheric trans-
port in TOMCAT is likely too slow.

Overall, the tracer transport in the TOMCAT model performs well in comparisons with
observed SF6. Comparisons with flask samples at station sites provide a validation of5

the large scale transport in the model such as interhemispheric and zonal transport and
representation of seasonal large-scale atmospheric variations such as the ITCZ. The
simulations reproduce the phase and amplitude of the seasonal cycle at most stations.
Some SH seasonal transport variations are not reproduced in the model, and model
transport in the Arctic may not be strong enough during the NH autumn. However,10

the timing and magnitude of the effect of the ITCZ is captured well. The observation
accuracy of 0.04 ppt at these stations is close to the absolute seasonal variation in
many places, and the model is always within this level of accuracy. Work is always
ongoing to improve the TOMCAT model’s representation of physical processes, and
the adjoint model will be similarly maintained in the future.15

5 Construction and validation of the adjoint model

As discussed in Sect. 3, in order to use the TOMCAT model in a variational frame-
work, it is first necessary to produce an adjoint version of the model. Due to the fact
that the adjoint transport in the ADM is dependent upon the state of the forward model
at each time step, a new version of the forward TOMCAT model was also developed20

which saved the necessary information at every model timestep so that it may be read
later by the adjoint model. Adjoint versions of the advection, convection and bound-
ary layer transport schemes were produced, and each of the new forward and adjoint
routines were coded by hand. Each subroutine was individually and thoroughly tested
to confirm its accuracy in relation to the original forward version of the routine. They25

were then combined to produce the full adjoint version of the TOMCAT model, known
as ATOMCAT. The accuracy of the full adjoint model was then also tested.
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5.1 Adjoint model tests

This section describes the tests which were used in order to assess the accuracy of
ATOMCAT. These tests are an important part of the process of developing the vari-
ational inverse scheme, since if the adjoint transport in the ADM is not exactly rep-
resentative of the MT matrix, then at best, it will introduce errors into the a posteriori5

estimate of the state vector. In the worst case, the cost function may not converge at
all. Two different tests were carried out, the first of which confirmed that the adjoint
identity equation, as defined in Eq. (10), held for ATOMCAT. This first test should in fact
be sufficient to be assured of the accuracy of the adjoint model, but a second test was
also performed which ensured that tracer transport in ATOMCAT is reciprocal to that of10

the TOMCAT model, a property that should hold for adjoint models (Hourdin and Tala-
grand, 2006). This test is an extension of the adjoint identity test, and provides further
validation of the adjoint transport over longer time-periods. While neither of these tests
are exhaustive, in the sense that they cannot possibly be carried out using all possi-
ble input values, they do provide a strong endorsement of the accuracy of the adjoint15

model.
For each individual subroutine, it was checked that the identity shown in Eq. (10)

held. In practice, it was checked that the following identity held up to the level of accu-
racy possible due to the rounding error introduced on the machine used to perform the
simulation, known as the machine epsilon.20

∀u,∀v
〈M ′

u,v 〉
〈u,M∗v 〉

= 1 (11)

Equation (11) was tested for each of the three subroutines representing advection in
each dimension, and also for the convection and boundary layer mixing schemes, as
well as for the full ATOMCAT model. The input variable for the forward subroutine, u,25

was defined as a normally distributed random variable, and in the input variables for
the adjoint subroutines were defined to be equal to the output from the corresponding
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forward subroutine, M ′(u). The identity in Eq. (11) is then:

||M ′(u)||2

〈u,M∗(M ′(u))〉
= 1 (12)

The ADM was tested based on Eq. (12) using ten different random initialisations for
one iteration of each subroutine. We found that for each subroutine and each initiali-5

sation, the identity given in Eq. (12) holds up to machine epsilon, strongly indicating
that the adjoint model has been accurately coded from the forward model. The level of
accuracy of the results of this test implies that the adjoint model is likely to be correct.

5.2 Reciprocity of atmospheric transport

In order to further test the accuracy of the adjoint transport in ATOMCAT, the property10

of reciprocity of model transport was investigated. It has been previously discussed
that for a linear model, transport in the adjoint model is reciprocal to transport in the
forward model (e.g. Hourdin and Talagrand, 2006; Hourdin et al., 2006). This result is
equivalent to Eq. (10) and implies that the accuracy of ATOMCAT may be tested by
examining the reciprocity of its transport. The tests in this section are therefore exten-15

sions of those performed in Sect. 5.1, and examine the accuracy of the adjoint model
over multiple model time steps. The reciprocity test posits that if the adjoint model is
initialised with a mass, m, of tracer in any given model grid box, D, and integrated
backwards through time from time tn to time t0, then the mass in any other specified
grid box S at t0 is equal to that which is found in D if the forward model is integrated20

from t0 to tn after being initialised with mass m of tracer in grid box S. Figure 4 shows
a schematic of this theory. Due to the high computational burden of adjoint modelling
and the increased simulation time required to carry out both forward and adjoint sim-
ulations, the reciprocity of tracer transport in the ATOMCAT model was examined on
two different time scales. The adjoint transport over one day was examined from every25

surface grid box, while longer simulations were carried out which investigated adjoint
transport from selected grid boxes only.
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In order to test the short-term reciprocity of the ADM transport, separate forward
simulations were carried out in which one surface grid box, S, was initialised with an
(arbitrary) concentration of tracer mass of 100 kg, with zero mass elsewhere. One sep-
arate simulation was performed for each surface grid box. After the simulation period
of one day (1 July 2008) was complete, the location D and value mD of the maximum5

tracer mass in each simulation was noted. Following this, separate adjoint simulations
were carried out in which a pulse of 100 kg was placed into each box D and the ADM
was integrated backwards over the same day. In an accurate adjoint model, the total
mass, mS contained in grid box S at the end of the adjoint simulation should be equal
to mD. All forward and adjoint simulations included all of the transport processes avail-10

able in the model. This was repeated for every surface grid box, using the 5.6◦ ×5.6◦

resolution (giving 64×32 = 2048 simulations). For each simulation, the values of mD
and mS were exactly equal at machine epsilon, indicating that the adjoint transport in
ATOMCAT is correct over short time scales.

In order to test the reciprocity property of adjoint transport in the ATOMCAT model15

over a longer time period, simulations were carried out in which the reciprocity experi-
ment described above was repeated over a time period of one month (July 2008), but
for ten surface grid boxes Sn, 1 ≤ n ≤ 10, only. This test was carried out only at certain
locations due to the computational burden and time that a more large-scale test would
necessitate. Again, at the end of the forward simulation the grid box Dn with the largest20

mass of tracer mn
D was found and chosen to be the initial grid box for an adjoint simula-

tion over the same month. Figure 5 shows the results of this experiment for one of the
sites chosen for the emission pulse’s starting point, with the location of the other sites
is shown marked in the uppermost panel. Figure 5b shows the tracer mass distribution
at the 7th vertical model level from the surface on 31 July, one month after release25

from the grid box marked “S”, located at 84.4◦ W, 30.5◦ N. The grid box containing the
maximum tracer mass at this time is marked “D”. Figure 5c meanwhile, displays the
surface level distribution of tracer mass on 1 July, at the end of an adjoint simulation
initialised on 31 July with a tracer mass of 100 kg released from grid box “D”. In this
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case, and in each of the other cases, the tracer masses mn
S and mn

D are exactly equal at
machine epsilon. Again, this implies that the tracer transport in ATOMCAT is consistent
with that of the forward model, and suggests that over a longer time period the adjoint
model is representative of the forward model transport to a high level of accuracy. As
previously explained, whilst these tests do not completely validate the accuracy of the5

adjoint model, the perfect level of accuracy attained very strongly suggests that the
adjoint transport in ATOMCAT is representative of MT.

6 The TOMCAT variational inverse model

Once ATOMCAT had been completed and fully tested, it could be included in the new
variational inverse version of the TOMCAT model, named INVICAT. The variational10

scheme used was based upon the system developed by Chevallier et al. (2005), which
makes use (non exclusively) of the M1QN3 minimisation program, described by Gilbert
and Lemarechal (1989), in order to minimise the cost function J(x).

The minimisation program is first called once the initial value and gradient of the cost
function have been found. It is then repeated iteratively until the cost function or its15

gradient have met the pre-defined convergence criteria, when the program returns the
a posteriori state vector. As in Chevallier et al. (2005), a preconditioning transformation
is applied to the state vector in order to optimise the speed of the minimisation. Instead
of minimising x directly, the variable z is defined such that z = B−1/2(x−xb), and this
variable is minimised instead. This increases the efficiency of the minimisation by re-20

ducing the the ratio of its largest and smallest eigenvalues (known as the the condition
number) of the Hessian of the cost function (∇2J(x)) (e.g. Andersson et al., 2000).

At each iteration k, k ≥ 1, the program determines an appropriate descent direction,
dk , of J(x) at xk , where xk is the updated state vector at iteration k. A quasi-Newtonian
(QN) method is used in order to choose an appropriate descent direction, since it has25

the advantage over other methods of not needing an exact line search in order to
find the minimum along dk , although it requires a relatively large amount of computer
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memory when compared to conjugate gradient methods (Gilbert and Lemarechal,
1989). INVICAT’s minimisation program chooses the descent direction with the value
dk = −Wkgk , where Wk represents the inverse Hessian of J(xk), and gk is the gradient
of the cost function at xk . Once this descent direction is chosen, the step-size, αk , to
be taken along this direction is determined by the by the line-search procedure MLIS0.5

At the next iteration the state vector therefore has the form xk+1 = xk +αkdk .
Initially αk is chosen to attempt to minimise the whole cost function in one step,

before being iteratively reduced to an appropriate length to find the minimum along dk
by testing the Wolfe conditions, which are as follows;

J(xk +αkdk) ≤ J(xk)+ω1〈gk ,dk〉 (13)10

〈gk+1,dk〉 ≥ω2〈gk ,dk〉 (14)

where it is necessary to have 0 < ω1 <
1
2 and ω1 < ω2 < 1. For this study, values of

ω1 = 0.0001 and ω2 = 0.9 were chosen. The line-search algorithm iteratively reduces
the value of αk until Eqs. (13) and (14) both hold.15

Figure 6 shows a flowchart representing the steps undertaken by INVICAT model in
order to find the a posteriori flux estimate. As mentioned, since the adjoint model re-
quires knowledge of the forward model parameters at every time step, these are saved
to output files during the forward simulations, and are later read by the adjoint model.
It was decided that the model parameters must be written to files rather than held in20

the machine’s memory due to the large amount of memory that is required to store
these variables, especially for long simulations. For example, a one year simulation
requires approximately 90Gb of available storage in order to run. This amount of data
storage is currently readily available, and it is not feasible for the machine to hold all
the parameters in the internal memory during such an inversion.25

6.1 Validation of INVICAT

In order to examine the potential of INVICAT to retrieve surface fluxes of an atmo-
spheric species, an inversion was carried out in which pseudo-observations of SF6
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were created using the TOMCAT model. In this experiment, a 2-D field flux array was
constructed with the same distribution as the SF6 emissions for the year 2008, shown
in Fig. 1, but multiplied by a factor of 1000 so that the fluxes alter the atmospheric
concentration significantly over a short time span. This field was considered for this
experiment to be the “true” emissions, xtr, and were used to produce a set of atmo-5

spheric SF6 concentrations ytr. Note that, for this test, the initial 3-D SF6 distribution
was not included in the state vector. A simulation was performed which was initialised
at midnight on 1 July 2008 and ran for seven days. Each grid cell of the 3-D model field
was initialised with a mixing ratio of 5 ppt. ytr was defined to be the modelled surface
layer SF6 field at the end of each 24 h period over the course of the simulation, giving10

ytr a dimension of 64×32×7 = 14336. These are then used as pseudo-observations
in INVICAT in order to attempt to reproduce xtr from a perturbed a priori flux estimate.
The a priori was defined to have the same spatial distribution as the “true” fluxes, but
with random perturbations which are consistent with the background error covariance
matrix B, i.e.15

xb = xtr +qw 1/2 (15)

where q is an array of random numbers with the same dimension as x and a standard
normal distribution, whilst w is an array containing the eigenvalues of B. B was defined
to be diagonal, with the a priori fluxes being given errors of 20 % if the “true” emissions20

for that grid cell were non-zero, or 0.001 kgs−1 otherwise (to avoid dividing by zero
during the initialisation of the state vector). Meanwhile the observation error covariance
matrix R was also defined to be diagonal, with all observations having a relatively
small error of 0.1 ppt. The simulation required approximately 70 min to complete 10
minimisation iterations (although 11 forward and adjoint simulations were carried out in25

total, along with two extra forward simulations) on a machine with eight cores running
at 2.50 GHz.

Figure 7a shows the reduction of the cost function J(x) as INVICAT performs 10
minimisation iterations relative to its initial value J1. Figure 7b displays the development
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of the normalised cost function gradient norm, |∇J(x)|/|∇J1|, where ∇xJ1 is the initial
value of the gradient of the cost function. J(x) decreases steadily throughout the run,
reaching a value almost two orders of magnitude less than its initial value by the end
of the minimisation, whilst the cost function gradient norm is eight orders of magnitude
lower than its initial value after 10 iterations. The contribution of the background term5

Jb to the total cost function is negligible (not shown), and therefore the value of the
observational term Jo decreases by around 99 % during the inversion. The fact that the
cost function is reduced so quickly indicates that the minimisation program is, at least
in this idealised case, working efficiently.

Figure 8a shows the difference between the a priori fluxes, xb, and the “true” fluxes10

xtr, while Fig. 8b shows the difference between the updated a posteriori fluxes af-
ter 10 minimisation iterations, x10, and xtr. The true fluxes have been almost com-
pletely retrieved in all grid cells, with only two grid cells still having errors larger than
0.25 kgSF6 s−1. The root-mean-square error (RMSE) of an flux vector x, RMSEx, is
defined as15 √

(x−xtr)2 (16)

The RMSE of the a priori emissions, RMSExb
, is equal to 0.1 kgs−1, while RMSEx10

is equal to 0.02 kgs−1, meaning that approximately 80 % of the total error in the a priori
emissions has been corrected by INVICAT.20

An important step in the development of our variational system is finding a way to
measure the error reduction achieved by an inversion. The variational inverse method
does not allow for explicit output of the a posteriori error covariance matrix, and there-
fore must be approximated from the variables which can be produced during the inver-
sion. For experiments such as the one described in this section, which use the forward25

model to produce pseudo-observations that are consistent with the error covariance
matrices, an ensemble of observations can be carried out in order to measure the ro-
bustness of the result, as in Chevallier et al. (2007). For inversions which assimilate
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genuine observations of trace gases, meanwhile, it is possible to output the leading
eigenvectors and eigenvalues of the Hessian of J(x) as a by-product of the inversion,
which can be used to approximate the posterior error covariance matrix as shown in
Chevallier et al. (2005) and Meirink et al. (2008b). It is our aim to develop this technique
within INVICAT, allowing us to quantify the error reduction of a given inversion.5

The scenario described in this experiment is clearly idealised, as it serves to test
the capabilities of the inverse model in the most optimal conditions. The cost function
is converging towards a minimum, with a relatively small number of iterations, and
is reproducing xtr with high level of accuracy. This indicates that the performance of
INVICAT is currently robust enough to allow us to carry out inversions with genuine10

observational data.

7 Summary

We have presented thorough details of the development and testing of an adjoint ver-
sion of the transport section of the TOMCAT CTM and a variational inverse model for
the purpose of updating model parameters through data assimilation. These models15

are named ATOMCAT and INVICAT, respectively, and are initially intended to analyse
the carbon and methane cycles using observed atmospheric concentration data from
in-situ measurements and remote sensing. The adjoint model was coded by hand,
without the use of automatic differentiation tools, for transport subroutines represent-
ing advection in three separate directions, convection and boundary layer mixing. In20

each case, the discrete adjoint of each subroutine was created directly from the orig-
inal TOMCAT code, rather than developing a continuous adjoint from the equations
governing the transport in the forward model. Meanwhile, since the adjoint model de-
pends upon the state of the forward model at each time-step, the forward TOMCAT
model was updated in order to save the necessary information so that they may be25

read by ATOMCAT.
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We investigated the accuracy of the transport scheme included in the TOMCAT
model using the atmospheric trace gas SF6. TOMCAT had previously been included in
the TransCom CH4 model inter-comparison, where it had performed strongly in com-
parison both with observations and with other transport models for SF6. Further tests
showed that TOMCAT captures the seasonality of atmospheric transport well at sur-5

face stations, and that reducing the resolution of the model grid by approximately 50 %
did not significantly impact the model transport representation. Initially, it is therefore
likely that INVICAT will initially be run using the lower model grid resolution in order to
maximise running speed and minimise data storage.

Each individual transport routine contained within the adjoint model was tested to10

ensure that they satisfied the adjoint identity equation, before being combined to form
the complete adjoint transport model. This too was tested thoroughly, firstly using the
adjoint identity equation, and then using the property of reciprocity that must hold for
adjoint transport. The reciprocity condition held up to machine epsilon, for tests involv-
ing every surface grid cell over a time period of one day, and also for selected grid cells15

over a longer time period of one month. This level of accuracy, exact up to the accuracy
of the machine used to carry out the tests, strongly implies that the adjoint transport
model is indeed analogous to the transport in TOMCAT.

Finally, the ability of the variational system INVICAT, which incorporates ATOMCAT,
to update model parameters through data assimilation was investigated using pseudo20

“observations” produced using TOMCAT. The model was able to reproduce a set of
surface fluxes from a perturbed a priori very closely, reducing the cost function by ap-
proximately two orders of magnitude within ten minimisation iterations. The model will
now be applied to studies of CH4 and CO2, assimilating real observations from both in-
situ measurements and remote sensing instruments. However, real inverse modelling25

studies would require investigation into the optimal values of the error covariance ma-
trices R and B, which is discussed further in Singh et al. (2011) and Berchet et al.
(2013).
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8 Code availability

TOMCAT/SLIMCAT (www.see.leeds.ac.uk/tomcat) is a UK community model. It is avail-
able to UK (or NERC-funded) researchers who normally access the model on common
facilities or who are helped to install it on their local machines. As it is a complex re-
search tool, new users will need help to use the model optimally. We do not have the5

resources to release and support the model in an open way. Any potential user inter-
ested in the model should contact Martyn Chipperfield.

The model updates described in this paper (INVICAT and ATOMCAT) will be included
in the standard model library in the future and therefore will be similarly available only
to those who are able to support TOMCAT. The minimisation code M1QN3, mean-10

while, is protected by copyright and cannot be distributed except with the permission
of its authors. For the review process a limited version of the INVICAT code was made
available to the editors, which included sections of the ATOMCAT and TOMCAT code.
This code formed the basis of that used to carry out the accuracy experiments de-
scribed in Sect. 6.1. Inquiries into the availability of the ATOMCAT/INVICAT code can15

be addressed to the authors.

Appendix A

Adjoint theory

In this appendix, we show that the definition of an adjoint allows us to find the gradient
of the cost function J(x). As described in Sect. 3.1, the adjoint of a tangent linear model20

M ′ is defined such that, for a suitably defined inner product:

∀u,∀v 〈M ′u,v 〉 = 〈u,M∗v 〉 (A1)
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Here, for simplicity, we remove the background term Jb from the definition of the cost
function, since it is trivially differentiated, and we define H(M[x]) = T[x] = u, so that:

J(x) =
1
2

(y −u)TR−1(y −u) (A2)

Taylor’s theorem states that:5

δJ = 〈∇uJ ,δu〉 (A3)

And if we let T be the forward model representing the matrix T, then:

δu = T ′δx (A4)
10

and therefore, combining Eqs. (A3) and (A4) gives;

δJ = 〈∇uJ ,T ′δx〉 (A5)

If the adjoint is defined as in Eq. (A1), then we have:

δJ = 〈T ∗∇uJ ,δx〉 (A6)15

Equation (A6) is again a formulation of Taylor’s theorem, and so therefore:

∇xJ = T ∗∇uJ (A7)

which gives us:20

∇xJ = T∗[R−1(y −u)] = M∗H∗[R−1(y −H(M[x]))] (A8)
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Table 1. Pearson’s correlation value (r_5.6 and r_2.8) and root-mean-square error (RMSE_5.6
and RMSE_2.8) for modelled and observed seasonal cycle of SF6 at 8 surface stations, shown
in Fig. 2, for two different model grid resolutions.

Station r_5.6 r_2.8 RMSE_5.6 (ppt) RMSE_2.8 (ppt)

ALT 0.29 0.58 0.018 0.015
BRW 0.52 0.64 0.012 0.011
MHD 0.60 0.67 0.020 0.015
MLO 0.36 0.32 0.017 0.018
SMO 0.85 0.89 0.014 0.009
CGO 0.13 0.53 0.011 0.009
PSA 0.22 0.42 0.012 0.011
SPO 0.49 0.75 0.012 0.010

7151

http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/6/7117/2013/gmdd-6-7117-2013-print.pdf
http://www.geosci-model-dev-discuss.net/6/7117/2013/gmdd-6-7117-2013-discussion.html
http://creativecommons.org/licenses/by/3.0/


GMDD
6, 7117–7159, 2013

Development of an
inverse variational

system with TOMCAT

C. Wilson et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

SPO

PSA

CGO

SMO

MLO

MHD

ALT
BRW

x10 kg SF s
-3 -1

6

Fig. 1. Emissions of SF6 (×10−3 kggridcell−1 s−1) on the 5.6◦ ×5.6◦ TOMCAT grid for the year
2008. Locations of NOAA surface stations used in this study are also shown.
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Fig. 2. Modelled and observed monthly mean SF6 anomoly (ppt) averaged over the period
2005–2010. The blue line represents modelled SF6 using the 2.8◦ ×2.8◦ TOMCAT model grid,
while the red line shows results for the 5.6◦ ×5.6◦ model grid. Black dots represent flask ob-
servations from NOAA surface station sites, and error bars show one standard deviation of the
monthly mean of the observations over the six-year period.
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Fig. 3. Modelled and observed annual mean latitudinal distribution of SF6 concentrations (ppt)
for the period 2002–2006. The black symbols represent observations at eight surface stations,
while the red symbols show the equivalent modelled concentrations using the 5.6◦×5.6◦ model
grid. Different years are represented by different symbols, as shown in the legend. The dotted
lines represent the observed (black) and modelled (red) NH and SH mean concentration for
each year.
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Fig. 4. Diagram showing the principle of reciprocity of atmospheric transport using an adjoint
model. (a) shows the dispersion of a mass m of tracer in the forward model, released from
box “S” at time t = 0 after n model timesteps. Concentration is indicated by colour intensity. (b)
shows the equivalent adjoint transport for a mass m of tracer, released from grid box “D” at
time n, integrated backwards to time 0. The mass of tracer in box “D” in (a) at time n and in box
“S” in (b) at time 0 is identical.
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Fig. 5. (a) Locations of grid-cells from which tracer is released for ten individual one-month
transport reciprocity tests described in Sect. 5. (b) Tracer mass (kg) at the 7th model level from
the surface (approximately 2.6 km) at the end of a 30 day forward simulation initialised with
a mass of 100 kg at the surface below the grid cell labelled “S” on 1 July 2008. The mass of
tracer in the grid cell labelled “D” is 10.807×10−2 kg. (c) Surface tracer mass (kg) at the end
of a 30 day adjoint simulation initialised with a mass of 100 kg above grid cell labelled “D” on
31 July 2008. The tracer mass in “S” at the surface is also equal to 10.807×10−2 kg.
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Fig. 6. Flowchart depicting the individual steps taken by the INVICAT 4D-Var inverse model. TOMCAT
and ATOMCAT are shown in blue, cost function evaluation programs are orange, flux estimates are red
and observations are grey. The green section is repeated iteratively until some convergence criteria is
met, when the a posteriori flux estimate is evaluated.
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Fig. 6. Flowchart depicting the individual steps taken by the INVICAT 4D-Var inverse model.
TOMCAT and ATOMCAT are shown in blue, cost function evaluation programs are orange, flux
estimates are red and observations are grey. The green section is repeated iteratively until
some convergence criteria is met, when the a posteriori flux estimate is evaluated.
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Fig. 7. (a) Normalised cost function reduction for INVICAT retrieval using pseudo SF6 observations. (b)
Normalised cost function gradient development for the sameexperiment.
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Fig. 7. (a) Normalised cost function reduction for INVICAT retrieval using pseudo SF6 observa-
tions. (b) Normalised cost function gradient development for the same experiment.
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Fig. 8. (a) A priori flux error (kg grid cell−1 s−1) for INVICAT experiment using pseudo-observations,
defined asxb − xtr, wherexb is the a priori flux estimate and is created by randomly perturbating the
‘true’ fluxes, xtr consistently with the error statistics of the a priori. (b) Aposteriori flux error for the
same experiment after 10 minimisation iterations, defined as x10 − xtr.
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Fig. 8. (a) A priori flux error (kggridcell−1 s−1) for INVICAT experiment using pseudo-
observations, defined as xb −xtr, where xb is the a priori flux estimate and is created by
randomly perturbating the “true” fluxes, xtr consistently with the error statistics of the a pri-
ori. (b) A posteriori flux error for the same experiment after 10 minimisation iterations, defined
as x10 −xtr.
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